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ABSTRACT

Finasteride and dutasteride are 5α-reductase inhibitor drugs that are used to treat benign prostatic hyperplasia (BPH). Randomized controlled trials (RCTs) conducted in men with BPH show that these drugs impair libido and cause erectile dysfunction. Meta-analyses of the RCTs confirm the findings, estimating odds ratio (OR) values for these adverse effects at around 1.50. A problem with meta-analyses that do not report absolute risks with drug vs placebo and that extract ORs instead of relative risks (RRs) from RCT data is that it is hard for the reader to know how to interpret the findings and communicate them to patients. Had the RR been 1.50, the reader would conclude that the risk with drug is 50% higher than the risk with placebo; this is easily understood because the risk with placebo would be available from the RCTs. In contrast, an OR of 1.50 means that the odds with drug are 50% higher than the odds with placebo; understanding this requires a knowledge of what the odds with placebo are as well as an understanding of what odds mean. Odds are not as easily understood as risks are. Odds are numerically different from risks, and the OR is numerically different from the RR. The difference between the OR and the RR is numerically small when the risks are similar in the two groups and also when the risks are dissimilar but the risk is small in the group of interest. The difference between the OR and the RR becomes increasingly large when the risks are dissimilar in the two groups and when the risk in the group of interest is not small. Smallness of risk, in this context, has been conservatively stated as 10%, but it could be possible to use a higher cutoff, such as 20%. Other issues related to risk, odds, RR, and OR are also discussed.
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Sexual Adverse Effects of Finasteride and Dutasteride in Benign Prostatic Hyperplasia

Corona et al described a systematic review and meta-analysis of the sexual AEs of finasteride and dutasteride specifically in men with BPH. These authors searched electronic databases and other sources and identified 17 placebo-controlled RCTs of finasteride (5 mg/d) and dutasteride (0.5 mg/d) in BPH; in no trial did patients receive α receptor blockers or phosphodiesterase inhibitors, both of which are also used to treat BPH and both of which are also known to influence sexual functioning.

There were 12 finasteride RCTs, 4 dutasteride RCTs, and 1 RCT that examined both drugs. The RCTs included 24,463 men in the active arms and 22,270 men in the placebo arms. The mean age of the men in the RCTs was 64 years. The mean follow-up duration was 99 weeks; that is, nearly 2 years.

Important findings from the meta-analysis are presented in Table 1. In summary, finasteride (5 mg/d) and dutasteride (0.5 mg/d) were each associated with an increased likelihood that treated patients would suffer from reduction in libido or from erectile dysfunction; there was little difference between the two drugs, in these regards.

Unanswered Questions

The information provided in the meta-analysis is unsatisfying and incomplete. It tells us that finasteride and dutasteride are more likely than placebo to cause sexual AEs. However, we are not explained how much more likely this is in either absolute or relative terms.

First, consider the absolute increase in risk. Nowhere in the meta-analysis do the authors tell us what the absolute risks were in drug vs placebo groups. For example, was the risk of erectile dysfunction 4% in the placebo group and was it elevated to 6% with finasteride? Or was it 30% in the placebo group and was it elevated to 50% with finasteride? These numbers would have been available in the RCTs on which the meta-analysis was based, and these numbers would have provided us with an immediate understanding of the absolute magnitude of the problem when 5ARIs are prescribed to men with BPH. These numbers could also have been used to calculate numbers needed to...
What the absolute risks for each drug are depend on the RCT, the year of follow-up after treatment initiation, the method of ascertainment of the sexual adverse effects, and other matters. Most of the data suggest that the absolute risks for drug vs placebo are single-digit numbers, with a few studies suggesting absolute risks that are in the 10%–20% range. To be more precise than this would require a meta-analysis, which is what Liu et al.² and Corona et al.² presented without providing the information of interest.

### Risk and Odds: What They Are

The risk of an event is the probability of occurrence of that event. It is calculated as the number of favorable events divided by the total number of possible events. Or, it may be stated as the number of times something happened divided by the number of times it could have happened. For example, the risk of a tossed coin falling heads is 1/2 or 0.5. This is because the number of favorable events (heads) is 1 and because the total number of possible events (heads and tails) is 2. Similarly, the risk that a rolled die will display the number 4 is 1/6 because there is only one 4 on a die and there are 6 numbers that the die may display.

The odds of an event is the ratio of the number of favorable events to the number of unfavorable events. Or, it may be stated as the ratio of the number of times something happened to the number of times it did not happen. Thus, the odds of a tossed coin falling heads is 1:1 because there is 1 favorable event (heads) and 1 unfavorable event (tails). Or, the odds that a rolled die will display the number 4 is 1:5 because there is one favorable event (the number 4) and 5 unfavorable events (the numbers 1, 2, 3, 5, and 6).

### Risk and Odds: When They Are Similar and When They Are Not

Now here is something important. When an event is rare, the risk and the odds of that event are similar. However, when an event is common, the risk and the odds of that event can be widely dissimilar, as evident from the examples below.

Consider an AE that occurs in 1% of patients. The risk of that AE is 1 in 100 or 1/100 or 0.01. The odds of that AE are 1:99, which is like saying 1/99 or 0.01. The difference between the two is seen only at the fourth decimal place.

However, consider an AE that occurs in 50% of patients. The risk of that AE is 50 in 100 or 50/100 or 0.5. The odds of that AE are 50:50, which is like saying 50/50 or 1.0. There is a very big difference between 0.5 and 1.0.

And consider an AE that occurs in 90% of patients. The risk of the event is 90/100 or 0.9 whereas the odds are 90/10 or 9.0. There is a huge difference between 0.9 and 9.0. So the more common an event is, the larger the difference between the risk and the odds of that event.

### A Brief Diversification

Why would anybody want to use the odds given that the concept is not easy to understand? Well, everybody would easily understand that an event with 90% risk will happen 9 times out of 10. However, it would take a gambler to
understand that an odds of 9 (which is the same as a 90% risk; see above) means that the chances of a horse winning are 9 to 1; that is, the horse is 9 times as likely to win as it is to lose. Because we would like to think that neither our colleagues nor our patients gamble, perhaps we should prefer to compute the risk instead of the odds.8

Notice that if we want to know the risk of an event not occurring, we must subtract the risk of the event from 1 (or from 100%). Thus, a 0.9 (or 90%) risk that an event will happen translates to a 0.1 (or 10%) risk that the event will not happen. In the case of the odds, we need to invert the number (ie, take its reciprocal). So a 9:1 odds that a horse will win translates to a 1:9 odds that the horse will lose.

Looking at the Relative Risk and the Odds Ratio

The RR compares the risk of an event in 2 groups, such as treatment vs placebo groups. Likewise, the OR compares the odds of an event in 2 groups.4 Note that the event can be unfavorable, such as an AE, or favorable, such as response to or remission with a drug.

Now here is a critical question. As already discussed, the risk and odds are similar when an event is rare and increasingly dissimilar as the event becomes increasingly frequent. So will this “distortion” in the odds, related to the frequency of the event, cancel out in a ratio? That is, when computing the OR, if the numerator odds for a frequent event are pulled away from the value of the risk and if the denominator odds of that frequent event are also pulled away from the value of the risk, then, perhaps, the ratio of these values (that is, the OR) might be similar to the RR.

Let us examine this possibility using specific examples. Table 2 presents different scenarios with computations for risk, odds, RR, and OR for relapse after treatment of a disorder with drug or with placebo. In this table, the event of interest (relapse) is less frequent in the group of interest (drug) relative to the comparison (placebo) group. Table 3 is similar but presents scenarios in which the event of interest is more frequent in the group of interest relative to the comparison group, the OR overestimates the RR.

### Table 2. Risk of Relapse With Drug and Placebo and the Associated RRs and ORs (Event Less Frequent in the Group of Interest)

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Risk With Drug</th>
<th>Risk With Placebo</th>
<th>RR</th>
<th>OR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30% (Risk: 30/100; ie: 0.3)</td>
<td>30% (Risk: 30/100; ie: 0.3)</td>
<td>0.3/0.3 (3/7/3/7)</td>
<td>ie: 1.00 ie: 1.00</td>
</tr>
<tr>
<td>2</td>
<td>30% (Risk: 30/100; ie: 0.3)</td>
<td>60% (Risk: 60/100; ie: 0.6)</td>
<td>0.3/0.6 (3/7/3/2)</td>
<td>ie: 0.50 ie: 0.29</td>
</tr>
<tr>
<td>3</td>
<td>30% (Risk: 30/100; ie: 0.3)</td>
<td>90% (Risk: 90/100; ie: 0.9)</td>
<td>0.3/0.9 (3/7/9/1)</td>
<td>ie: 0.33 ie: 0.05</td>
</tr>
<tr>
<td>4</td>
<td>10% (Risk: 10/100; ie: 0.1)</td>
<td>20% (Risk: 20/100; ie: 0.2)</td>
<td>0.1/0.2 (1/9/1/4)</td>
<td>ie: 0.50 ie: 0.44</td>
</tr>
<tr>
<td>5</td>
<td>10% (Risk: 10/100; ie: 0.1)</td>
<td>90% (Risk: 90/100; ie: 0.9)</td>
<td>0.1/0.9 (1/9/9/1)</td>
<td>ie: 0.11 ie: 0.09</td>
</tr>
<tr>
<td>6</td>
<td>1% (Risk: 1/100; ie: 0.01)</td>
<td>10% (Risk: 10/100; ie: 0.1)</td>
<td>0.01/0.1 (1/99/1/9)</td>
<td>ie: 0.10 ie: 0.09</td>
</tr>
<tr>
<td>7</td>
<td>1% (Risk: 1/100; ie: 0.01)</td>
<td>50% (Risk: 50/100; ie: 0.5)</td>
<td>0.01/0.5 (1/99/1/1)</td>
<td>ie: 0.02 ie: 0.01</td>
</tr>
</tbody>
</table>

Abbreviations: OR = odds ratio, RR = relative risk.

### Table 3. Risk of an Adverse Event With Drug and Placebo and the Associated RRs and ORs (Event More Frequent in the Group of Interest)

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Risk With Drug</th>
<th>Risk With Placebo</th>
<th>RR</th>
<th>OR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>60% (Risk: 60/100; ie: 0.6)</td>
<td>60% (Risk: 60/100; ie: 0.6)</td>
<td>0.6/0.6 (3/2/3/2)</td>
<td>ie: 1.00 ie: 1.00</td>
</tr>
<tr>
<td>2</td>
<td>60% (Risk: 60/100; ie: 0.6)</td>
<td>30% (Risk: 30/100; ie: 0.3)</td>
<td>0.6/0.3 (3/2/3/7)</td>
<td>ie: 2.00 ie: 3.50</td>
</tr>
<tr>
<td>3</td>
<td>60% (Risk: 60/100; ie: 0.6)</td>
<td>10% (Risk: 10/100; ie: 0.1)</td>
<td>0.6/0.1 (3/2/1/9)</td>
<td>ie: 6.00 ie: 13.5</td>
</tr>
<tr>
<td>4</td>
<td>20% (Risk: 20/100; ie: 0.2)</td>
<td>10% (Risk: 10/100; ie: 0.1)</td>
<td>0.2/0.1 (1/4/1/9)</td>
<td>ie: 2.00 ie: 2.25</td>
</tr>
<tr>
<td>5</td>
<td>20% (Risk: 20/100; ie: 0.2)</td>
<td>1% (Risk: 1/100; ie: 0.01)</td>
<td>0.2/0.01 (1/4/1/99)</td>
<td>ie: 20.00 ie: 24.75</td>
</tr>
<tr>
<td>6</td>
<td>2% (Risk: 2/100; ie: 0.02)</td>
<td>1% (Risk: 1/100; ie: 0.01)</td>
<td>0.02/0.01 (1/49/1/99)</td>
<td>ie: 2.00 ie: 2.02</td>
</tr>
</tbody>
</table>

Abbreviations: OR = odds ratio, RR = relative risk.

### Table 4. Conclusions About RRs and ORs That May Be Drawn From the Data in Tables 2 and 3

1. The RRs and ORs are similar in terms of absolute (but not necessarily relative) value when a. The risks of the event of interest are similar in the two groups, regardless of how common or uncommon the event is. b. The risks of the event of interest are dissimilar in the two groups, but the event is not frequent in the group of interest.
2. The RRs and ORs become increasingly dissimilar when the event of interest is common in the group of interest and when the event of interest is common in the two groups.
3. When the frequency of interest is less frequent in the group of interest relative to the comparison group, the OR underestimates the RR. When the event of interest is more frequent in the group of interest relative to the comparison group, the OR overestimates the RR.

From the data in Tables 2 and 3, it is clear that a 20% frequency of occurrence of the event of interest in the group of interest is a reasonable cutoff to differentiate common/frequent from uncommon/infrequent when the outcome of interest is similarity vs dissimilarity of the RR and OR. Readers who have different views on what constitutes similarity vs dissimilarity may prefer other cutoff values.

Abbreviations: OR = odds ratio, RR = relative risk.
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more common, the OR will overestimate or underestimate the RR appreciably. More conservative authors have suggested a lower value, 10%, as the cutoff.8,9

Another Brief Diversion

In a placebo-controlled RCT, the group of interest is “drug,” and so we compare risks between drug and placebo groups; the risk with drug is the numerator and the risk with placebo is the denominator when computing the RR. What happens when 2 active treatments are compared? In that case, either treatment could be considered as the group of interest and placed in the numerator position to calculate the RR. The reciprocal of this RR yields the RR for the other group as the group of interest.

As an example, if the risk of an event is 10% with drug and 90% with placebo, then the RR for drug as compared with placebo is 10/90 or 0.11 (Table 2, scenario 5). If we want to know the RR for placebo as compared with drug, the calculation becomes 90/10 or 9.00. These mean that the relapse rate with drug is only 11% of the relapse rate with placebo, and that the relapse rate with placebo is 9 times the relapse rate with drug. Note that the reciprocal of 0.11 is 9.00, and that the reciprocal of 9.00 is 0.11.

In the same manner, the reciprocal of the OR gives the OR for the comparison group, taken as the group of interest.

Statistics textbooks8 describe mathematical procedures for converting ORs to RRs, but journal readers should not be expected to apply these formulae to make sense of ORs that are extracted from RCTs.

Concluding Notes

Finasteride (5 mg) and dutasteride (0.5 mg) comparably increase the risk of impaired libido and impaired erectile function in elderly men with BPH. Odds and ORs can be tricky to understand; risk and RRs should be presented wherever possible, such as in RCTs or when data from RCTs are summarized in meta-analyses.
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