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by working under the supervision of previously trained
physicians who have accumulated medical experience,
and then is furthered by acquiring new knowledge through
personal observation, by using rational thinking to inter-
pret the complex clinical reality, and more recently (fun-
damentally in the last 500 years) by progressively in-
corporating the scientific method to help interpret one’s
observations. The astronomical accumulation of medical
knowledge at the end of the twentieth century has led to a
paradigm change; medical education has changed from
the traditional model to evidence-based learning. In this
new learning paradigm, a group of experts reviews the
literature to develop guidelines for diagnosing and treating
medical problems. Information from the literature is clas-
sified according to the quality of the evidence. Meta-
analyses of well-controlled studies following the tra-
ditional experimental paradigm are given more value
(Evidence Ia) while observational naturalistic case reports
are considered less valuable (Evidence III) and opinions of
experts receive the lowest valuation (Evidence IV).1 The
progressive implementation of evidence-based medicine
in the last 10 to 15 years has changed the way of measuring
quality outcomes among physicians. In the traditional
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Background: Medical education is moving
toward developing guidelines using the evidence-
based approach; however, controlled data are
missing for answering complex treatment deci-
sions such as those made during suicide attempts.
A new set of statistical techniques called data
mining (or machine learning) is being used
by different industries to explore complex data-
bases and can be used to explore large clinical
databases.

Method: The study goal was to reanalyze,
using data mining techniques, a published study
of which variables predicted psychiatrists’ deci-
sions to hospitalize in 509 suicide attempters
over the age of 18 years who were assessed in
the emergency department. Patients were re-
cruited for the study between 1996 and 1998.
Traditional multivariate statistics were compared
with data mining techniques to determine vari-
ables predicting hospitalization.

Results: Five analyses done by psychiatric
researchers using traditional statistical techniques
classified 72% to 88% of patients correctly. The
model developed by researchers with no psychiat-
ric knowledge and employing data mining tech-
niques used 5 variables (drug consumption during
the attempt, relief that the attempt was not effec-
tive, lack of family support, being a housewife,
and family history of suicide attempts) and classi-
fied 99% of patients correctly (99% sensitivity
and 100% specificity).

Conclusions: This reanalysis of a published
study fundamentally tries to make the point that
these new multivariate techniques, called data
mining, can be used to study large clinical data-
bases in psychiatry. Data mining techniques may
be used to explore important treatment questions
and outcomes in large clinical databases and to
help develop guidelines for problems where con-
trolled data are difficult to obtain. New opportu-
nities for good clinical research may be devel-
oped by using data mining analyses.
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S ince the beginning of the Hippocratic tradition in
Greece 2500 years ago, medical education is begun
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model, experienced physicians were the ones who pro-
vided the best medical care since they had accumulated
wisdom through years of making mistakes and learning
from them. In the evidence-based paradigm, younger phy-
sicians appear to be more up-to-date and provide the best
medicine, according to more recent medical guidelines.2

In the traditional medical system, experience was of
value; in the new medical system, the ability to update
yourself is a fundamental asset, so you are not left behind.

GUIDELINES USING
EVIDENCE-BASED APPROACH

Clinical Guidelines
The use of clinical guidelines is a major development

that should be welcomed, but it is naive to think that the
guidelines are free of problems. Three major problems are
that (1) the results of well-controlled studies using the
experimental method do not always translate well to the
complex clinical world (efficacy vs. effectiveness); (2)
there are no well-controlled clinical experiments that can
be used to set guidelines for many of the most important
clinical decisions; and (3) the experts developing the
guidelines may have major philosophical and experiential
differences with the busy clinicians trying to implement
them.

Guidelines for Hospitalization After a Suicide Attempt
Suicide is a fundamental area of clinical practice in

psychiatry, but the available published information that
can be reviewed for developing evidence-based guidelines
is somewhat limited. Suicide’s complex nature and the
ethical issues involved make it difficult to conduct “clini-
cal” experiments. Many guidelines have been designed for
suicide assessment, but none are universally accepted.3–23

One of the crucial clinical decisions after a suicide attempt
is to determine whether the patient needs hospitalization
or not. Most guidelines recommend that direct discharge
from the emergency room should only be considered if
a psychosocial assessment and aftercare plan can be ar-
ranged before discharge. Hospitalization is recommended
when there is an imminent risk of suicide (Table 1).

It is not likely that, in the near future, well-controlled
studies using the experimental method will illuminate the
decision about hospitalization after a suicide attempt.
There are 2 major reasons: ethical (it would be hard to jus-
tify experimental designs when the patient’s life is in dan-
ger) and also methodological. The typical experimental
approach works by designing an experiment that tests for
a unique hypothesis by controlling any other confounding
variables and using significance testing to rule out hypoth-
esis results that may be explained by chance. As the risk of
completed suicide is probably determined by many clini-
cal variables, isolating only one clinical variable and test-
ing it with an experimental design may not be terribly

helpful. A 30-year-old article24 that is probably the first
attempt to develop guidelines for hospitalization after a
suicide attempt illustrates the problem of developing guid-
ance in this area. The authors consulted a committee of
U.S. academic experts and asked them to develop guide-
lines for hospitalization, and then they tested the guide-
lines with 248 suicide attempters at a U.S. hospital. Ac-
cording to the expert guidelines, all 248 attempters should
have been hospitalized, but 127 attempters (51%) were
discharged by the psychiatry residents.24 If one looks at
these guidelines from the point of view of the clinician,
one would think that the experts were the ones that made
the mistake, erring too much on the side of safety.

Using Traditional Statistics to Explore Psychiatrists’
Decisions to Hospitalize in the Real World

A clinician may defend another approach before de-
veloping any expert guidelines. One needs to know which
variables are influencing clinician judgment in hospitaliz-

Table 1. Review of Suicide Attempt Guidelines:
Recommendations Regarding Hospitalization
Suicide Attempt Guideline
Summary by authors of all prior guidelines
Ominous signs that should always lead to hospitalization

(1 is enough)a

Deep despair
Command hallucinations telling patient to kill him/herself

Definitive criteria for hospitalization (at least 1)b

Need for medical treatment after attempt
Need for psychiatric treatment of associated psychiatric disorder
Lack of social support

Recommended criteria for hospitalization (at least 1)c

Repeated suicide attempts in addition to a plan and a means
to complete the plan

A psychiatric disorder and a recent crisis
A plan, access to a lethal means, recent social stressors,

and some evidence of a psychiatric disorder
Insufficient evidence to recommend a specific clinical interventiond

American Psychiatric Association guidelinese

Admission is generally indicated after a suicide attempt or aborted
suicide attempt if:

Patient is psychotic
Attempt was violent, near-lethal, or premeditated
Precautions were taken to avoid rescue or discovery
Persistent plan and/or intent is present
Distress is increased or patient regrets surviving
Patient is male and older than 45 years (especially with new onset

of psychiatric illness or suicidal thinking)
Patient has limited family and/or social support

(including lack of stable living situation)
Current impulsive behavior, severe agitation, poor judgment,

or refusal of help is evident
Patient has change in mental status with a metabolic, toxic,

infectious, or other etiology requiring further workup in
a structured setting

aBased on Hirschfeld,12,14 Hirschfeld and Russell,13 Evidence Based
Medicine Guidelines,15 and Hamilton.16

bBased on Hider,9 Hamilton,16 Nicholas and Golden,20 and Shaffer and
Pfeffer.21

cBased on Hider,9 Gliatto and Rai,11 and World Health Organization.17

dBased on NHS Center for Reviews and Dissemination.8
ePublished by American Psychiatric Association.23
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ing patients after a suicide attempt and to consider these
variables when developing new guidelines. We took that
approach in one study that included a large sample of
509 patients assessed by psychiatrists, who used an inter-
view including 47 clinical variables and a 15-item suicide
scale.25 Two research psychiatrists (E.B.G. and J.dL.), who
work as clinicians, have research training, and are familiar

with statistics, developed statistical models to explore
which variables predicted hospitalization.

One variable was considered to be clinically relevant,
and 4 statistical models were developed (Table 2 and
Figure 1). First, the association of the dependent variable,
hospitalization (yes vs. no, or hospitalization vs. dis-
charge), with any of the 47 clinical variables was initially
explored by means of 2-way cross tabulations for univari-
ate analyses. Odds ratios (ORs) were used as a measure
of the strength of the association and their 95% confi-
dence intervals (CIs) were computed. Significant vari-
ables were then included as independent variables in a
multivariate logistic regression26 that used hospitalization
as the dichotomous dependent variable (Table 2). The sec-
ond model followed the idea of prior algorithms devel-
oped to assess imminent suicide risk12–14; it used a psy-
chiatric decision tree (a simpler version of an algorithm)
(Figure 1). The third model included the 15 items on the
suicide scale in a logistic regression (Table 2). The fourth
model included the total score of the suicide scale in a sta-
tistical analysis, considering the best equilibrium between
sensitivity and specificity (Table 2).

A Review of Data Mining
Clinicians may not be familiar with data mining, a

group of techniques that are not yet being used in psychi-
atric literature. Other equivalent or related terms are “ma-
chine learning” or “knowledge discovery in databases.”27

In spite of their lack of awareness, clinicians need to
know that their personal and family data are subject to
data mining since many industries rely on data mining.
The list of industries includes marketing, manufacturing,

Table 2. Classification of Subjects Using Traditional Statistics and Data Mining
Sensitivity: Specificity:

Method Subjects Correctly Classified, % True Positive Rate, % True Negative Rate, %

Traditional statistics
Univariate analysisa: 1 clinical variable 88 63 92

(intent to repeat attempt)
Logistic regressionb: 11 clinical variables 83 81 91

(11 significant from a total of 46 variables)
Decision treec: 3 clinical variables 77 82 27

(3 selected from 11 significant variables)
Logistic regressiond: 8 SIS items 74 85 59

(8 significant from a total of 15 SIS items)
ROC analysise: SIS total score 72 69 70

Data mining
Forward selection: 5 first variables 99 99 100

aFirst, the association of the dependent variable, hospitalization (yes vs. no, or hospitalization vs. discharge), with any of the 47 clinical variables
was initially explored by means of 2-way cross tabulations for univariate analyses. This provided 32 significant variables with p values < .05. Odds
ratios (ORs) were used as a measure of the strength of the association and their 95% confidence intervals (CIs) were computed. The variable
“intent to repeat attempt” had high specificity.

bSignificant variables were then included as independent variables in a multivariate logistic regression that used hospitalization as the dichotomous
dependent variable. The logistic regression provided adjusted ORs for the independent variables and reduced the significant variables to 11.

cThe second model followed the idea of prior algorithms developed to assess imminent suicide risk12–14; a psychiatric decision tree (a simpler
version of an algorithm) was developed using only the 3 most important variables of the logistic regression model (Figure 1).

dThe third model did not provide better results. This model included the 15 items on the suicide scale in a logistic regression.
eThe fourth model did not provide better results. This model included the total scale score in a receiver operating characteristic (ROC) analysis

considering the best equilibrium between sensitivity and specificity.
Abbreviation: SIS = Beck’s Suicidal Intent Scale.

Figure 1. Decision Tree to Explain Hospitalization After a
Suicide Attempt

Intent to repeat attempt

Yes

Yes

Yes
Plan to Use Lethal Method +
(Prior Attempt in Last Year

or GAF Score < 51)a

Medical
Decision

539 Patients Visited the
Emergency Department
After Attempting Suicide

117 Admitted to
Psychiatric Hospitalization

(24 discharged)

30 Hospitalized Due
to Medical Reasons

44 Admitted to
Psychiatric Hospitalization

(58 discharged)

No (N=509)

No (N=368)

No (N=266)

231 Discharged
(35 admitted to

psychiatric hospitalization)

aPatients met 2 characteristics: plan to use lethal method and 1 of 2
variables (prior attempt during the last year or GAF score < 51).

Abbreviation: GAF = Global Assessment of Functioning.
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database providers, the travel industry, banking, telecom-
munications, engineering, and even the government.28

The common theme of these industries is that they have
massive amounts of information collected in different
ways. In order to maximize the usefulness of the informa-
tion, they use software to search for patterns and trends.
The goal is to reduce complexity and extract or “mine” as
much relevant and useful information as possible.

Thus the term data mining was adopted by computer
scientists in the early 1990s and can be defined in a tech-
nical way such as “algorithmic and database-oriented
methods that search for previously unsuspected structure
and patterns in data”29(p309) or “the science of searching
large bodies of data seeking interesting patterns and
structures.”30(p305) Thus data mining is “a child of the com-
puter age,”30 a direct consequence of the popularization
of computers and the storage of large bodies of data.30

Data mining is an eclectic discipline that uses ideas and
tools from many disciplines. There are some reviews
commenting on the potential of data mining for the bio-
pharmaceutical industry28 or nursing27 but very limited
information related to medicine. Two major applications
for data mining in medicine are the mining of the medical
literature and of patient databases.

Data mining techniques are based on solid statistical
principles.31,32 However, its approach to a particular prob-
lem is different from traditional statistics. While tradi-
tional statistics emphasizes inference and estimations,
data mining emphasizes the fulfillment of a task such as
classification, estimation, or knowledge discovery. Data
mining is almost always done in a retrospective way,
using data from naturalistic observations, and does not
involve consideration of experimental design. As it hap-
pens in this study, the researchers conducting data mining
may not be familiar with the meaning of the data. The
fact that somebody with no medical knowledge looks for
patterns in patient databases may be somewhat “unset-
tling” for clinicians, but the data mining experts would
point out that their lack of knowledge minimizes the bi-
ases, while the clinician researcher might unconsciously
have decided what results he/she expects to obtain. The
machine learning multivariate methods are totally blind
and unbiased.

Traditional statistics distinguishes between testing
hypotheses and generating hypotheses. Hypothesis-
generating methods, or exploratory data analyses, have
also been used by traditional statisticians.33 Data mining
can be seen as a hypothesis-generating method, but the
introduction of statistical learning makes the approach
different from traditional exploratory data analyses.
Moreover, there is a completely different philosophical
approach within the framework of interpreting scientific
exploration.

The goal of the study was to determine which vari-
ables predicted psychiatrists’ decisions to hospitalize pa-

tients in a large sample of suicide attempters who were as-
sessed in the emergency department of a Spanish general
hospital. The results, using traditional statistics performed
by clinician researchers, have already been published.25

This time, data mining techniques were applied to rean-
alyze the data, showing substantially different results.

METHOD

Brief Sample Description
The original study was approved by the hospital’s

Institutional Review Board and is thoroughly described
above. It was conducted in a general hospital within the
Spanish National Health System that provides medical
coverage for all emergencies in a catchment area of
500,000 people in Madrid, Spain.25 Suicide attempts were
defined according to the definition given by the National
Institute of Mental Health.34 The study sample, recruited
between 1996 and 1998, comprised 539 people over the
age of 18 years (mean ± SD age was 35.9 ± 14.4 years)
who had attempted suicide.25 The structured patient as-
sessment included clinical chart diagnoses; 47 clinical
variables obtained from the literature; and a suicide scale,
Beck’s Suicidal Intent Scale (SIS).35

Thirty of the 539 attempters were initially hospitalized
in medical units before psychiatrists became involved.
The remaining 509 patients were included in the statisti-
cal analysis and were divided in a dichotomous way ac-
cording to the psychiatrists’ decisions: 196 (39%) were
hospitalized in the psychiatric unit and 313 (61%) were
discharged from the emergency room department.25

Data Mining
The method that followed in applying machine learn-

ing techniques to this study can be defined as building an
artificial classification problem. The variable to be classi-
fied, or learned, is the decision of the clinician of whether
or not patients who have attempted suicide were hospital-
ized. The method used in this task attempts to determine
the most relevant variables in the classification task, i.e.,
those that predict classification with the greatest accuracy
(Figure 2).

Feature selection methods31,32,36,37 were used to rank the
different variables according to their relevance to an ar-
tificial classification performance problem that emulates
the psychiatrist’s decision-making. This classification
performance was conducted by an automatic decision sys-
tem: in summary, a computerized system.

There are 2 types of feature selection methods: filter
and wrapper methods.31,32,36,37 The filter methods use a
discrimination criterion to rank the variables according
to some relevant criterion, taken individually for each of
the features. These methodologies do not take into ac-
count the possible collinearity among variables. Thus, the
ranking is carried out without using information about
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the classification performance of the variable. Four
filter methods were used: Fisher’s Discriminant, the
Kolmogorov-Smirnov test, the Mutual Information Dis-
criminant, and Recursive Feature Elimination (Table 3).
While Fisher’s Discriminant is a linear method, the other 3
methods try to capture nonlinear associations present in
the data.

The wrapper methods use the classification perfor-
mance of the variables as criteria to choose the most dis-
criminative ones. Consequently, variables were selected
by evaluating their incremental information relevant to the
classification task, thus collinearity’s disturbing effects are
softened. Two wrapper methods were used: Random For-
est and Forward Selection (see Table 3). Random Forest
is based on the statistical processing of a large set of deci-
sion trees. The Forward Selection method is based on an
incremental search that makes use of a support vector ma-
chine to carry out the classification.

The classification performance, using a cross-
validation procedure, followed several steps. First, the
dataset is divided into a set of 3 folds. Then 3 classification
experiments are made; the accuracy in each fold is evalu-
ated by training with the other 2. Finally, the average per-
formance of the 3 experiments is considered the expected
performance. In this way, it is possible to assure the gener-
alization ability of the classifier, avoiding overfitting to the
data sample under consideration.32

First, each of the 4 filter methods was used to establish
the top 20 variables that predicted hospitalization versus
discharge. Table 4 describes only the top 10 of the 20 vari-
ables selected by each filter method. Second, the 2 wrap-
per methods were used to rank the 20 variables selected
by the filter methods according to their ability to classify
patients as hospitalized. The Forward Selection method
provided an accumulative measurement of accuracy of
classification using the database (the accuracy with the
first variable was 96.5%; with each additional variable
added, the accuracy got closer to 100%). Random Forest,
based in resampling techniques, provided the variable im-
portance as well as the identification of the outliers and
the correlation between the variables (data not presented).
Table 5 describes the top 10 variables selected by the 2
wrapper methods, compared with the top 10 variables (out
of a total of 11) selected by the logistic regression model
that was previously published.25

RESULTS

Filter Methods
The 4 filter methods showed similar most important

variables associated with hospitalization (Table 4). Con-
suming drugs during the attempt was the first variable for
3 methods and fourth for the other. Lack of family support
was first in 1, second in another, and fourth in 2 others.
Consuming alcohol during the attempt was the second
variable for 2 methods, fourth for another, and sixth for
another. Intent to repeat the attempt was third for 2 meth-
ods and fifth for the other 2 methods.

Wrapper Methods
The 2 wrapper methods showed a common top vari-

able: consuming drugs during the attempt (Table 5). To
select the final model, sensitivity and specificity were re-
viewed. Different combinations of the top 5 variables of
the Forward Selection method (drug consumption during
the attempt, relief that the attempt was not effective, lack
of family support, being a housewife, and family history
of suicide attempts) reached an almost perfect discrimina-
tive power with 99% of the subjects correctly classified.
These results are remarkably better than the attempts
made by research psychiatrists using traditional statistics
(Table 2).

DISCUSSION

According to the data mining methods, the main vari-
ables associated with the clinician’s decision to hospital-
ize a patient after a suicide attempt are related to drug or
alcohol consumption during the attempt, lack of family
support, and attitude toward the attempt (criticism and in-
tention to repeat). When using traditional statistical meth-
ods, drug or alcohol consumption during the attempt were

Figure 2. Graphic Representation of the Data Mining Method
Used in This Studya

Comparison

(Only in
wrapper

methods)

Combinations of 5 Variables
That Predict the Decision

With 99% Accuracy

509 Patients,
139 Features

Automatic Decision:
Hospitalization vs

Discharge

Clinical Decision

Feature Selection

aThere were 139 variables (called “features” in data mining) from 509
patients. The feature selection methods, using the information from
the clinical decision process, were used to select the individual
variables that separated patients who were admitted versus
hospitalized (the outcome [hospitalization versus discharge] is what
is called “automatic decision” in data mining). The results of the
feature selection methods were compared using the wrapper methods
with the clinical decision results in a repeated and iterative way,
providing the final combinations using 5 variables and predicting
the clinical decision with 99% accuracy.
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not considered since they were not significant in the uni-
variate analyses. The OR explored for the combination of
alcohol or drug consumption during the attempt was 1.3
(95% CI = 0.84 to 1.1, p = .26). The individual OR (OR
for alcohol consumption during the attempt and for drug
consumption during the attempt) was not explored in the
first analysis using traditional methods but provided no
better results regarding significance.

Once the database was cleaned by a psychiatric re-
searcher, researchers with no psychiatric knowledge used
data mining techniques to provide a better way of classi-

fying subjects (in this case, hospitalized suicide attemp-
ters). The percentage of subjects correctly classified by
traditional statistical methods was between 72% and 88%,
with a best result of 88% using only 1 variable. Data min-
ing methods combining the top 5 variables had a 99%
classificatory accuracy. This marked improvement in
classification suggests that psychiatric researchers and
clinicians need to pay attention to these new multivariate
techniques called data mining.

Another important message is that large complex cli-
nical databases can be explored using data mining

Table 3. Six Feature Selection Methods Used for Data Mining in This Study
Method Description

Filter methods These methods try to find the most relevant variables for separating the samples according to another variable
or class. In this case, the class will be hospitalization or not.

Fisher’s Discriminant A ranking mechanism based on linear separation criteria. Looks for the maximum of the ratio between the
distance between the means µ0

i and µ1
i of the classes (0 and 1) and the sum of the variances (σ0

i and σ1
i).a

For each i feature this ratio is computed and then used to set the ranking.b

Kolmogorov-Smirnov Test Based on the greatest distance between the probability distribution functions of 1 feature including both
classes and the same feature of the positive class.c The probability distribution is obtained by means of the
empirical distribution function, e.g., the one that assigns the same probability for each sample.b

Mutual Information Discriminant Ranks the variables depending on their relevance by measuring Mutual Information between each of the
variables and the class to which they belong. According to Shannon’s Information Theory, Mutual
Information (I(Xi,Y)) is a natural way of measuring the degree of knowledge of a variable
(in this case the class Xi and Y) that can be obtained from another variable.d

Recursive Feature Elimination Consists in the iterative elimination of the variable that conveys the smallest variation in the margin obtained
by a support vector machine. The features are then sorted according to their importance, but no objective
ranking is obtained. This method cannot be considered as a pure filter method since a support vector
machine classifier needs to be trained.e Recursive Feature Elimination is able to find nonlinear
associations in the data when an appropriate kernel function is used in the support vector machine.

Wrapper methods These methods use the classification performance of the variables as a criterion to choose the most
discriminative variables.

Random Forest Builds an ensemble of weak classifiers using resampling techniques. Normally, these classifiers are simple
decision trees, although any classifier can be used. Random Forest selects random sets of variables to train
the classifiers using a new sample set selected randomly from the original training set. In this way, Random
Forest assigns an importance to each feature based on its usefulness for separating the classes in the whole
set of classifiers.f

Forward Selection Consists in the iterative addition of features as long as they improve the classification performance. At step 1,
the variable that provides the best cross-validation accuracy of the support vector machine classifier is
chosen. At step 2, any new variable that, together with already chosen variables, provides the best accuracy
is selected. This procedure is repeated until the desired number of variables is reached. Thus, the set of
variables is built by a growing procedure and ranked according to their order of appearance.g

aFormula:

bBased on Fukunaga.37

cFormula:

dFormula:

where H(•) is the entropia and h(•) is the differential entropia.

The conditional entropia H(Xi|Y) in the first formula is:

where Nc is the number of classes.
eBased on Vapnik.32

fBased on Breiman.31

gBased on Guyon and Elisseeff.36
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Table 5. Description of the Top 10 Variables Taken From the 20 Obtained by 2 Wrapper Methods and Comparison With the Top 10
Variables Identified by Logistic Regression

Forward Selection

Accumulative Random Forest Published Logistic Regressionc

Rank Variable Accuracy, %a Variable Importanceb Variable ORd

1 Consuming drugs during 96.5 Consuming drugs during 72.8 Intent to repeat attempt 14.7
attempt attempt

2 Relief that attempt was 97.8 Consuming alcohol during 47.1 Plan to use a lethal method 8.3
not effectivee attempt

3 Lack of family support 98.7 Lack of family support 34.7 Previous psychiatric 3.5
hospitalization

4 Being a housewifee 99.1 Treatment for medical 18.7 GAF score < 51 before 3.5
problems attempt

5 Family history of suicide 99.3 Estimated patient reliabilitye,g 17.1 Suicide attempt during 3.4
attempts past year

6 Overt communication of 99.1 Intent to repeat attempt 16.3 Realistic perspectives on 0.30
intente,f the futuree

7 History of depression 98.9 Assessed by a psychiatry 15.4 Relief attempt was not 0.33
resident effectivee

8 GAF score < 51 before 98.7 Critiqueh of attempte 14.2 Availability of a method 0.36
attempt to kill oneselfe

9 Precaution against 99.1 Visualization of deathg 14.2 Planning that nobody will 2.6
discovery/interventionf try to save them

10 Being a studente 98.9 Using a lethal method 12.2 Belief that attempt will 0.45
influence otherse

aThe forward selection method provides an accumulative measurement of accuracy of classification using the database (the accuracy with the first
variable was 96.5%, and with each additional variable added the accuracy got closer to 100%).

bRandom Forest, based on resampling techniques, provided the variable’s importance (maximum 100 and minimum 0). The importance is a
normalized (in respect to its typical deviation) value.

cData from Baca-García et al.25

dOdds ratios (ORs) are in order according to importance. An OR < 1 indicates decrease of risk. The absence of that variable is associated with
inverse OR. An OR = 0.30 for realistic perspective on the future after the attempt corresponds to an OR = 3.3 for lacking realistic perspective on
the future after the attempt. The inverse of an OR = 0.33 is 3.0, of an OR = 0.36 is 2.8, and of an OR = 0.45 is 2.2.

eThis variable was associated with discharge. The absence of this variable was associated with hospitalization.
fOne of 15 items of the Suicide Intent Scale.
gAdditional item included in the Suicide Intent Scale but not used for total score.
hCritique of performing attempt (wrong solution) or of the motive (wrong motive).
Abbreviation: GAF = Global Assessment of Functioning.

Table 4. Description of the Top 10 Variables Taken From the Top 20 Obtained by 4 Filter Methods
Mutual

Rank Fisher’s Discriminant Kolmogorov-Smirnov Test Information Discriminant Recursive Feature Elimination

1 Consuming drugs during attempt Consuming drugs during attempt Consuming drugs during attempt Lack of family support
2 Lack of family support Consuming alcohol during Consuming alcohol during Estimated patient reliabilitya

attempt attempt
3 Critiqueb of attemptc Intent to repeat attempt Intent to repeat attempt Expect to be found and helpedc

4 Consuming alcohol during Lack of family support Lack of family support Consuming drugs during
attempt attempt

5 Intent to repeat attempt Realistic perspectives on the Attitude toward living/dyingd Intent to repeat attempt
futurec

6 Realistic perspectives on the Attitude toward living/dyingd Critiqueb of attemptc Consuming alcohol during
futurec attempt

7 Attitude toward living/dyingd Critiqueb of attemptc Reaction to attempta GAF score < 51 before attempt
8 Relief attempt was not effectivec Conception of medical Conception of medical Ever being employedc

rescuabilityd rescuabilityd

9 Seriousness of attemptd Relief attempt was not effectivec Seriousness of attemptd Using firearms for attempt
10 Clinician’s confidencea,e Reaction to attempta GAF divided in 3 levels Childhood psychiatric disordersf

aAdditional item included in the Suicide Intent Scale (SIS) but not used for total score.
bCritique of performing attempt (wrong solution) or of the motive (wrong motive).
cThis variable was associated with discharge. The absence of this variable was associated with hospitalization.
dOne of 15 items of the SIS.
eClinician’s confidence in his or her inference about objective SIS questions.
fHistory of any psychiatric disorder usually first diagnosed in infancy, childhood, or adolescence.
Abbreviation: GAF = Global Assessment of Functioning.
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techniques to answer important clinical questions that
evidence-based guidelines cannot answer properly since
there are limited controlled data. Clinicians need to begin
to consider clinician-friendly ways of recording data using
simple and reliable computerized assessment of their pa-
tients so that large databases can be built. These large data-
bases can be studied using data mining techniques to ex-
plore effectiveness of treatment. Similarly, clinical trial
databases can be studied with data mining to provide other
clinical answers besides the original question that led to
the clinical trial. These may be ways of approximating ef-
ficacy, effectiveness, and clinical practice and improving
evidence-based guidelines. Complex clinical problems
such as suicide, where evidence-based data are difficult to
obtain, are the ones that will benefit more from studying
good naturalistic clinical databases.

Limitations
Individual clinical decisions for each patient were not

studied, but statistical analyses (first, traditional multivari-
ate methods and, in this second article, data mining meth-
ods) were used to indirectly explore which clinical vari-
ables appear to better explain the clinical decision; it
would be the equivalent of using statistical models that
mimic the “ideal” clinician behind all individual physi-
cians involved in the treatment of those patients.

Some may consider that reanalyzing previously pub-
lished data is a limitation. However, in our opinion this is
the only way to test and compare 2 different ways of using
statistical methods to study a complex clinical problem.
Moreover, the main goal of this article is not to demon-
strate that the second set of analyses (data mining) is more
valid than the first set of analyses. To prove that the second
set of analyses are valid, one needs to replicate them, but
different hospitals and physicians may produce different
results. This is how clinical decisions work in the real
world; clinical decisions do not follow the approach of ex-
perimental studies. The accumulation of information con-
cerning how hospitalization decisions are currently made
in the clinical world may help to shape guidelines in an
area where more controlled data are missing and are un-
likely to be obtained in the future. Additionally, the main
goal of this article is not to defend the validity of the
results but to use them as a way to present to clinicians a
new exploratory data technique.

Similarly, one can argue that analyzing data by using
data mining techniques without psychiatric knowledge is
a limitation. However, this may also be considered an ad-
vantage, since it minimizes the biases that the researcher
might unconsciously cause because he/she has previously
decided what results he/she expects to obtain. The multiva-
riate methods described above are totally blind and unbi-
ased. More importantly, data mining techniques provided
a better way of understanding the statistical nature of the
clinical decision than those based in traditional statistics.

In summary, this reanalysis of a study of hospitaliza-
tion after a suicide attempt fundamentally tries to make
the point that a new set of multivariate techniques, called
data mining, can be used to study large clinical databases
in psychiatry. Data mining techniques may be used to ex-
plore important treatment questions and outcomes in large
clinical databases and to help develop guidelines for prob-
lems where controlled data are difficult to obtain. The po-
tential of data mining is highlighted by the better classi-
fication of subjects obtained by these methods versus that
obtained by traditional statistics performed by psychiatric
researchers familiar with traditional multivariate methods.
Psychiatric researchers and clinicians may need to get fa-
miliar with data mining and consider collaborating with
experts familiar with that set of techniques. Large detailed
clinical databases may have new value as potential mate-
rial for machine learning researchers. New opportunities
for good clinical research may be presented by using data
mining analyses’ computer methods to emulate clinicians
as they deal with complex problems using complex sets of
variables, as clinicians usually do in their daily practices.
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