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Social Media Images Can Predict Suicide Risk Using Interpretable Large Language-Vision 

Models  

Supplementary Appendix 1 

The suicide risk outcome measure of the study 

The participants’ risk of suicide was assessed with the well-established and well-

researched CSSRS – the Columbia Suicide Severity Rating Scale.1 The CSSRS has high 

predictive validity of suicide risk2,3 and it consists of 6 categorical (yes/no) items. The first two 

items measure the very existence of a suicide risk, that is the risk that the person is experiencing 

any level of suicidal thoughts, whether these thoughts are concrete and highly dangerous, or 

‘just’ passive and abstract death wishes. The remaining four items measure the severity of this 

general risk, and they are shown to the respondents only if the first two items indicated that they 

are at a (general) suicide risk. These items address concrete ideation to engage in active suicide 

behaviors, such as when the person reports of having a specific method or a plan to act on their 

suicidal thoughts. Notably, a positive answer to one or more of these four items indicates that 

the person is at a relatively high risk of suicide. In the current study, we therefore used this 

stricter cut-off point for a high suicide risk as our primary outcome (to be predicted by Facebook 

images).  

The sample of the study 

Of the initial sample of 2,685 MTurk users, 462 participants did not provide a working 

Facebook ID, 102 participants did not upload images to their timeline, and 341 participants 

failed implanted quality checks we developed to detect inattentive and bogus crowdsourcing 

respondents.4 We also removed users who uploaded a relatively small number of images to their 

Facebook account (i.e., users who had less than 39 images – the median number of images in the 

sample) to ensure that our further computational analyses will be based on a substantial amount 

of visual data for each participant. The final and cleansed dataset included 841 high-quality 

respondents (83.4% female, average age = 36.7) who uploaded together 177,220 images (M = 
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124, SD = 218.8). Corresponding with previous studies that documented increased levels of 

mental health issues on MTurk (e.g., 4-6), relatively high proportions of the current sample were 

classified as ‘participants at high suicide risk’ (10.93%).   

Table 1 (in the body of the article) provides the descriptive statistics of the dataset. 

Complimentary description and statistical analyses of the entire sample of high-quality 

respondents who uploaded at least one accessible image (N = 1697) are available by the authors 

upon request. For further, detailed information about the complete dataset, see in Ophir, 

Tikochinski, et al., 2020.7 

The vison-language model of CLIP  

The Facebook images were represented using the recently developed deep learning 

model of CLIP (Contrastive Language-Image Pre-training; see the Supplementary Material).8 

CLIP is a multi-modality deep neural network consisting of two components (encoders) that can 

represent images and texts as dense-numeric vectors. CLIP was trained in a bottom-up manner, 

to match the right textual captions with their corresponding images using tens of randomly 

sampled options. The developers of CLIP collected 400 million pairs of images and texts from 

various sources on the internet. To ensure a large variety of visual concepts, each text sample 

had to include one word from a set of 500K queries. This set of queries consisted of all the 

words that occurred at least 100 times in the English version of Wikipedia.  

In practice, CLIP uses representation vectors to evaluate the similarity between images 

and texts and assigns probabilities to each candidate caption based on its similarity to the image. 

It then selects the caption that achieved the highest probability score as the correct caption of the 

given image. This training allows CLIP to be used for various sub-tasks, such as extracting 

visual features from an image. For example, to detect whether an image is bright or dark, 

researchers can provide CLIP with the image and a set of captions (queries) – “a bright image” 

and “a dark image”. CLIP then assigns probabilities to each one of the queries (e.g., “a bright 

image” = 0.7 and “a dark image” = 0.3). Based on these probabilities, which sum up to 1, the 
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researchers can determine which one of the queries is most likely to be correct for this image (“a 

bright image”). 

Supplemented information about the extraction of the interpretable visual features  

As explained in the main article, this study used CLIP in an unconventional way as a 

preliminary methodological step to extract visual features, which were predefined by us, in 

advance, in a top-down manner (for details about the extraction process, see the Method 

section). This is in contrast to common uses of CLIP, as CLIP is typically utilized for solving 

end-to-end tasks, such as object detection or segmentation.9  

It should be noted here that the exact verbal phrasing of the queries affects the 

probability scores generated by CLIP. For example, the score of the query “a bright image” can 

differ from the score of “the image is bright”. To ensure that the chosen queries of the current 

study were well phrased, we randomly selected 10 images from the Internet (i.e., not from our 

dataset, see examples in Table 2), and applied CLIP to test different phrasing alternatives until 

we received satisfactory results. We conducted this fine-tuning phrasing of the queries on 

external images from the Internet to overcome the potential problem of overfitting, which might 

have occurred if we were to conduct it on original images from our dataset.  

Supplemented information about the extraction of the theory-driven features  

Aside from the key theory-driven features discussed in the main article, we reviewed 

published lists of risk factors of suicide by leading health establishments, such as the World 

Health Organization (WHO), the Centers for Disease Control and Prevention (CDC), and the 

National Institute of Mental Health (NIMH),10 and searched for additional risks that might be 

evident in social media images. For each risk factor (e.g., prior suicide attempts, drug abuse, and 

psychiatric diagnoses), we phrased matching visual queries (e.g., the person in the image abuses 

drugs), but CLIP could not perform well with these queries (nor could we, as human experts), 

probably because the images did not contain such blatant risk factors. The only theory-driven 

features we could extract from these social media images targeted emotions and relationships, as 

hypothesized by the interpersonal-psychological theory of suicidal behavior,11,12 as well as the 
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evidence-based treatments – the interpersonal psychotherapy (IPT)13 and the attachment-based 

family therapy (ABFT).14,15 Further studies that will find ways to consider stronger theory-

driven risks as potential predictors are therefore encouraged, as they might achieve even better 

results than the obtained prediction scores of this study.  

The prediction performance measure (AUC scores) 

To evaluate the prediction performance of the various models of the study, we used the 

standard measure of AUC – the Area Under the Receiver Operating Characteristic (ROC) curve. 

The AUC measure is most appropriate for such a class-imbalanced dataset,16 since it provides a 

single holistic value that reflects the relations between correct predictions of suicide (true-

positive) and incorrect predictions of suicide (false-positive) at all potential classification 

thresholds.  

Supplemented information about the t-test comparisons of the visual features  

As mentioned in the Results section, a further analysis was conducted to explore the 

associations between the 24 CLIP-based features and the risk of suicide in the entire sample. 

The first step of this analysis included a t-test comparison of the mean probability scores of the 

visual features between the high suicide risk group (N = 92) and the rest of the sample (N = 

749), using an FDR correction for multiple tests.17 This procedure yielded 17 significant 

features. However, 6 of these 17 features had to be removed from the final table of differences 

(Table 4 of the main article) because 6 CLIP tasks involved only two (opposite) queries that sum 

up to the probability of one, thus creating redundant duplicates (e.g., the t scores of ‘happy 

people’ were the same as of ‘sad people’).  
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